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Abstract of the contribution: 
This document proposes an update to Solution 8 (use of new 3GPP specific LLC/SNAP header settings) in order to provide an alternative variant of the solution that works irrespective of whether the AP ↔ TWAG link makes use of Ethernet II or 802.3.
In addition the document describes which signalling plane solutions Solution 8 can be paired with and what if any modifications are needed to those signalling plane solutions in order to accommodate the Solution 8 user plane. 

An updated rating of the solution against the evaluation criteria that was discussed at the Jan 8th, 2013 FS_SaMOG conference call is also provided.

A P-CR to 23.852 v1.3.0 is proposed.
1 Introduction
The paper has a number of sections:
· Discussion section

· Description of AP ↔ TWAG connectivity options and the implications of the various options for the Solution 8 design

· A new variant of the solution is described that works irrespective of whether the AP ↔ TWAG link makes use of Ethernet II or 802.3.
· Description of the control plane solutions that can be used in conjunction with an LLC/SNAP based user plane solution.

· Discussion of performance against evaluation criteria

· P-CR proposal  
2 Discussion
2.1 AP ↔ TWAG connectivity
At 3GPP SA2#94 a query was raised about how the SNAP header information (of Solution 8 as documented in 23.852 v1.3.0) would be conveyed on the AP ↔ TWAG link in the event that the AP ↔ TWAG link uses Ethernet II.  
In this section, before proposing a solution for this scenario a little background is first provided.  

There are two variants of Ethernet that have been standardised and implemented, one is called 802.3 and the other is called Ethernet II.  The principle difference between the solutions at the MAC layer is in the usage of the 2 byte EtherType/Length field.  In Ethernet II this 2 byte field is known as ‘EtherType’ or Frame Type and is used to indicate the type of higher layer protocol (eg IP or ARP) associated with the data in the main frame body , whilst  in 802.3 this 2 byte field is known as the ‘Length’ field and indicates the length of the frame body minus padding in bytes.  In 802.3 (and 802.11) the type of higher layer protocol associated with the data carried in the frame body is identified through the use of fields in the LLC/SNAP layer.  It is worth noting that LLC/SNAP is the only option that 802.11 provides for identifying the protocol type of the higher layer protocols.
Both Ethernet II and 802.3 frames can be accommodated on the same network and can be distinguished from one another since if the value of the 2 byte field is between 0 and 1500 then the frame is interpreted as an 802.3 frame and if the value is greater than 1536 then the frame is interpreted as an Ethernet II frame [802.3 spec].  
An operator grade AP may provide a bridging function between 802.11 and either an 802.3 or an Ethernet Type II fixed LAN network (see Figure 1).   

[image: image1]
Figure 1) Diagram showing LAN bridging across the AP
Where an AP serves a small (eg home) network then it is likely that the AP and router would be integrated and no bridging would be required.

2.1.1 Bridging 802.11 to 802.3
The scenario for bridging between 802.11 and 802.3 is straight-forward since the SNAP/LLC protocol is supported on both types of LAN (See Figure 2).  In the uplink direction for example, the bridge is only required to copy MAC addresses as appropriate between 802.11 → 802.3, to determine the value of the Length field and to re-compute FCS.  The LLC and SNAP headers and the frame body remains the same.
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Figure 2) Bridging between 802.3 and 802.11

2.1.2 Bridging between 802.11 and Ethernet II

The problem of bridging between 802.11 and Ethernet II has in the past been addressed in two standards:  RFC 1042 and 802.1H.  Figure 3 shows how the Ethernet II ‘service’, meaning the EtherType based approach for higher layer protocol indication, can be extended across an 802.11 LAN.  
Ethernet II ↔ 802.11 bridging functionality is arguably more complex than 802.3 ↔ 802.11 bridging.  In the ‘downlink’ direction (Ethernet II → 802.11) the bridge is required to build the SNAP and LLC header, wherein the OUI is set to 00 00 00 to indicate RFC 1042 and EtherType is copied across to the SNAP Protocol Type.  In the ‘uplink’ direction (802.11 →  Ethernet II), the SNAP Protocol Type is copied into EtherType and the SNAP and LLC header information is effectively removed and does not appear in the Ethernet II frame.    


[image: image3]
Figure 3) Bridging between 802.11 and Ethernet II
2.1.3 Proposal
Despite the fact that 802.3 ↔ 802.11 bridging is arguably simpler than Ethernet II ↔ 802.11 bridging, if an existing deployed AP does not support the 802.3 ↔  802.11 bridging and additionally cannot be software upgraded to do so then this would potentially be a problem.  For this reason it is proposed to remove from the TR the solution which is currently documented and which requires the AP to support an 802.3 LAN and to instead replace it with a modified approach which will work irrespective of whether the AP supports an 802.3 LAN or an Ethernet II LAN.
The proposal is to make use of RFC 1042 in order to convey EtherType over 802.11 or 802.3.  3GPP would need to make a request to the IEEE Registration Authority to provide 3GPP with (for example) 12 new EtherTypes (to support the maximum possible 11 PDN connections
, with in this example, one spare value for supporting a control plane protocol).   The OUI on the wireless (802.11) interface would then be set to the same value as that used by RFC 1042 eg 00 00 00 and the Protocol Type field in the SNAP header would take one of the newly allocated EtherType values. On the Ethernet II fixed LAN the newly allocated EtherType values would again be used to ensure that the distinction between different PDN connections is also retained on the AP ↔ TWAG link.
Note that an 802.3↔ 802.11 bridge will also support this scenario where multiple new EtherTypes are allocated to 3GPP.  From a bridging point of view the solution on the 802.3 LAN would be the same as that which is used on 802.11, in other words the OUI would be set to 00 00 00 (RFC 1042).  In such a solution the OUI setting of 00 00 00 (indicating RFC 1402) essentially informs the receiver that what is being carried in the 802 layer Protocol Type field is actually an EtherType value (where the IEEE Registration Authority allocates such EtherType values).  In this case the main body of the 802 frame will be carrying data of a higher layer protocol type corresponding to that defined by the IEEE Registration Authority in the EtherType ↔ higher layer protocol mapping table.  In the context of SaMOG and the support of multiple PDN connections, the EtherType value would be one of the set of EtherType values that would have been allocated to 3GPP.  The association between a particular EtherType value (from the set allocated to 3GPP) and a specific PDN connection would be established by signalling.
2.2 Control plane solutions
The LLC/SNAP header based user plane solution can be paired with a variety of control plane solutions as described in Solutions 1, 2, 3, 6, 9 [23.852 v1.3.0].  It can also be used in conjunction with some aspects of Solution 5 [23.852 v1.3.0].
Detailed information on any necessary modifications required to these solutions in order to support the LLC/SNAP based user plane solution are described below in the table which is included within the proposed P-CR.

2.3 Evaluation of this solution

The P-CR also contains an updated evaluation of the proposal against the criteria which was discussed by participants at the Jan 8th, 2013 FS-SaMOG teleconference call.    

3 Proposal

It is proposed to modify Section 8.2.8 of FS_SaMOG TR 23.852 version 1.3.0 as follows :
***************************** Start of changes ******************************
8.2.8
Solution 8: Solution using new 3GPP specific LLC/SNAP header settings


8.2.8.1
Functional Description


8.2.8.1.1 
General

This solution addresses the user plane problem of supporting multiple PDN connections between the UE and the TWAG.
The solution has the following aspects:

a) 
b) 
c) 
d) 
e) 
f) 
a) Works both for the case where an AP only supports 802.11 ↔ Ethernet II bridging or where it supports 802.3 ↔ 802.11 bridging.
b) The LLC Address field on the wireless link (and optionally on the 802.3 LAN,  if 802.3 is used) is always set to indicate that a SNAP header is present.

c) The OUI (Organisationally Unique Identifier) of the SNAP header on the wireless link (and optionally on the 802.3 LAN,  if 802.3 is used) is set to the value used in RFC 1042 (00 00 00).  

d) 3GPP requests x (tbd) new EtherType values from the IEEE Registration Authority (note that: a request to IEEE RA for 12 EtherType values would be sufficient for supporting up to the maximum of 11 PDN connections per UE with one spare for support of a 3GPP control plane protocol if needed).   These EtherTypes will be sufficient in number to provide differentiation between PDN connections as well as differentiation of any 3GPP control plane protocol that needs to be supported.

e) These new EtherType values are directly mapped onto the SNAP Protocol Type field on the 802.11 network.  On an Ethernet II network these new EtherType values are used to populate the EtherType field (and there is a one to one mapping between 802.11 Protocol Type and Ethernet II EtherType).  On an 802.3 fixed network the EtherType values are used to populate the Protocol Type field (and there is a one to one mapping between SNAP Protocol Type on 802.11 and SNAP Protocol Type on 802.3 in the bridging function).
f) In the uplink, the combination of source (device) MAC address and EtherType value can be used by the TWAG to bind the traffic to the appropriate GTP tunnel.  In the downlink the TWAG binds the GTP tunnel to the appropriate Ethernet II ‘link’ by appropriate setting of the destination (device) MAC address and EtherType value. 
g) The allocation of a particular EtherType/Protocol Type value to a particular user plane PDN connection can be established dynamically via signalling.
8.2.8.1.2 
Protocol stack

Figure 8.2.8.1.2-1 shows an example user plane protocol stack for this solution where the AP and TWAG are implemented separately and the AP provides a bridging function to an 802.3 LAN.
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Figure 8.2.8.1.2-1: Example user plane protocol stack where 802.11 ↔ 802.3 bridging is used
Figure 8.2.8.1.2-2 shows an example user plane protocol stack where the AP and TWAG are implemented separately and the AP provides a bridging function to an Ethernet II LAN.
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Figure 8.2.8.1.2-2: Example user plane protocol stack where 802.11 ↔ Ethernet II bridging is used
8.2.8.1.3 
Protocol header



Figure 8.2.8.1.3-2 shows the population of LLC and SNAP fields on 802 (W)LAN’s.
 
[image: image6]
Figure 8.2.8.1.3-2: User plane packet as seen on an 802 (W)LAN
Figure 8.2.8.1.3-3 shows the population of the MAC header on an Ethernet II packet.

 
[image: image7]
Figure 8.2.8.1.3-3: User plane packet as seen on an Ethernet II wired interface
8.2.8.2
Procedures


An LLC/SNAP user plane solution can be used in conjunction with a variety of the signaling solutions which are described as part of other solutions in this TR.  These signaling possibilities are now discussed and any modifications to those proposals which are required in order to support the LLC/SNAP based user plane solution are described.

It is worth noting that some of the signaling options presented within other solutions make use of new signaling protocols which would be defined by 3GPP.  The LLC/SNAP solution can provide support for such protocols.  This is achieved simply by reserving one of the 3GPP specific EtherType values for this purpose.   For example an EtherType value p could correspond to a 3GPP specified control plane protocol that runs between the UE and the TWAG.  If either the UE or the TWAG receives a frame with an EtherType value set to p then it would process the frame contents as a 3GPP control plane frame.   Note that this reserved value p would be defined in a 3GPP specification and would not be dynamically changeable. 
Non Seamless Wireless Offload (NSWO) could be supported by the device in the way that the device would typically use today when directly accessing the internet over WLAN (eg SNAP OUI set to 00 00 00 (RFC 1042) and SNAP Protocol Type set to the EtherType value corresponding to the appropriate higher layer protocol (IP=0x0800, ARP=0x0806), and with IP address locally allocated by the TWAN).
From a signaling point of view the UE needs to learn both the MAC address of the TWAG and the EtherType value that it should use for a given PDN connection.   Regards the former issue, an approach which will be common to many if not all of the signaling solutions will be for the UE to determine the MAC address of the TWAG through DHCP/ARP messaging using a broadcast 802.11 MAC address.  The TWAG also needs to learn the MAC address of the device and the EtherType values that should be bound with given GTP tunnels.
Note:  Because with this proposal EtherType is encapsulated in a Protocol Type field on an 802.3 LAN or on an 802.11 WLAN, and since EtherType is always used on Ethernet II, in the remainder of this section we will in general just use the term ‘EtherType’ as opposed to ‘Protocol Type’.   
	Solution 
	Signalling aspects of solution compatible with SNAP/LLC user plane solution?
	Comment

	Solution 1: Two Scenario Approach
	Yes
	The proposed UE-TWAG Wireless LAN Control Protocol (WLCP) can be supported by defining, in a 3GPP specification, one of the 3GPP specific EtherType values for use in carrying WLCP frames.

As part of the ‘UE initiated Connectivity to PDN in WLAN GTP S2a’ procedure the TWAG allocates an EtherType value for each PDN connection which is being established and indicates this EtherType assignment and its association with a specific PDN connection to the UE using WLCP.
Other procedures such as handover and PDN disconnection procedures make use of WLCP in the same way.
· UE learns TWAG MAC address:  DHCP/ARP on broadcast MAC addr
· UE learns EtherType/PDN connection binding: WLCP
· TWAG learns device MAC address:  WLCP
· TWAG learns GTP/EtherType binding:  TWAG configures it

	Solution 2: Layer 2 solution based on per-APN/NSWO VLAN marking
	Yes
	The first preparation step within the ‘UE requested PDN or NSWO connectivity’ (Section 8.2.2.1.3) procedure would be modified so that the UE can be informed, for each APN, of one EtherType value to be used for conveying user plane traffic and a second value to be used for conveying DHCP traffic that is associated with that APN.  This request and response signaling takes place via extensions to EAP-AKA or ANQP.

In the second execution step of this procedure the UE sends a DHCP request message using the EtherType value which has been allocated for carrying DHCP messages that is associated with the particular APN for which the IP address is being requested.   When the TWAG receives this message it can determine, using the source (device) MAC address and the EtherType setting for which PDN the session is to be set up. The DHCP signaling from TWAG to the UE which carries the allocated IP address also makes use of this APN and DHCP specific EtherType header value when building the Layer 2 frame, so that the UE can associate the allocated IP address with the correct PDN connection.

Similarly, PDN disconnection makes use of the same EtherType values at Layer 2 for conveying the DHCP signaling to release the IP address.
If this signaling approach were to be adopted and if up to 11 APN’s per device are to be supported then 3GPP would need to request 22 EtherType values from the IEEE RA.
· UE learns TWAG MAC address:  DHCP/ARP on broadcast MAC addr

· UE learns EtherType/PDN connection binding: EAP-AKA / ANQP

· TWAG learns device MAC address:  During second DHCP execution step
· TWAG learns GTP/EtherType binding:  TWAG configures it

	Solution 3:  Stateful DHCP based solution
	Yes
	The DHCP messaging is modified so that instead of the UE / TWAG indicating GRE keys the UE /TWAG indicates the EtherType value that will be used by certain PDN connections.
· UE learns TWAG MAC address:  DHCP/ARP on broadcast MAC addr

· UE learns EtherType/PDN connection binding: modifications to DHCP

· TWAG learns device MAC address:  DHCP procedure
· TWAG learns GTP/EtherType binding:  TWAG configures it 

	Solution 4
	N/A
	No signalling solution provided.

	Solution 5:  Associating APN/PDN with virtual IP interface
	Partially (some aspects of the solution may be used in conjunction with SNAP/LLC based approach)
	Solution 8 (SNAP/LLC based user plane) does support the use of a new 3GPP defined ‘PDN Control protocol’ as is defined as part of this solution.  However, the methods described in Solution 5 for transporting the ‘PDN Control Protocol’, eg use of ICMP Echo payload or 802.11 GAS frame are competing methods to the approach proposed in Solution 8 (which instead would support such a ‘PDN Control protocol’ through the use of a specific EtherType value). 
(See for example comments under solution 1)

	Solution 6: X
	Yes
	This approach proposes the use of a new 3GPP specified TSM (TWAN Session Management) control plane protocol to run between the UE and the TWAG.  Solution 8 provides support for a new control plane protocol as discussed above. 
Instead of delineating PDN connections through VLAN ID or TWAG MAC address, if this signaling solution were to be combined with Solution 8 then Ethertype would be used to distinguish between PDN connections.  These settings would be conveyed between UE and TWAG within the TSM protocol.
· UE learns TWAG MAC address:  DHCP/ARP on broadcast MAC addr

· UE learns EtherType/PDN connection binding: TSM

· TWAG learns device MAC address:  TSM
· TWAG learns GTP/EtherType binding:  TWAG configures it

	Solution 7:  PPP over Ethernet (PPPoE)
	No
	If a PPPoE approach is adopted for signaling then it would seem logical to use it in conjunction with the PPPoE user plane solution. 

	Solution 8 – Solution using new 3GPP specific LLC/SNAP header
	N/A
	

	Solution 9 – EAP based signaling solution
	Yes
	EAP based signaling can be used for conveying the association between a specific PDN connection and an EtherType value.
· UE learns TWAG MAC address:  DHCP/ARP on broadcast MAC addr or EAP
· UE learns EtherType/PDN connection binding: EAP modification.
· TWAG learns device MAC address:  May require TWAN internal signaling to communicate this setting to the TWAG from the entity terminating EAP.
· TWAG learns GTP/EtherType binding:  TWAN sets it. May require TWAN internal signaling to communicate this setting to the TWAG.






8.2.8.3
Evaluation
The evaluation of this user plane solution against relevant evaluation criteria is provided below: 

i) Impacts to existing network deployment

a) New requirements on WLAN APs compared to Rel-11
i. No new requirements
b) Additional assumptions on AP-TWAG link
i. No additional assumptions
ii) Impacts to UE
a) UE needs to populate EtherType value appropriately for the given PDN connection / control plane protocol. 
iii) Impacts to 3GPP protocols/extensions (e.g. EAP AKA’)
a) N/A (Solution 8 defines user plane solution between UE and TWAG)
iv) Impacts to protocols defined by other SDOs (e.g. DHCP)
a) No impact to protocols.  
i. 3GPP would need to ask the IEEE Registration Authority for multiple (eg 12) new EtherType values to be allocated for use by 3GPP.  
v) Control plane

a) Latency/load of first/additional PDN connections setup and handover procedures
i. N/A (Solution 8 is a user plane solution)
b) Network element impacts (e.g. AAA signaling etc.)
i. N/A (Solution 8 is a user plane solution)
vi) Compliance to clause 8.1 SaMOG phase-2 system requirements
a) Co-existence with Rel-11 SaMOG
i. This solution can coexist with Rel 11 SaMOG on the user plane. 

b) Support for IP address preservation during handover
i. N/A (Solution 8 is a user plane solution)
c) Simultaneous support for S2a EPC-routed and NSWO; support of simultaneous multiple PDN connections
i. This is supported.  

vii) Others functional limitations 

i. None




· 
· 
· 
· 
************************* End of changes *************************************
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YX is an EtherType value that has been allocated to 3GPP by the IEEE Registration Authority and which may corresponds to a specific PDN connection.  The mapping between a given value YX and a given PDN connection is established via signalling.   
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The EtherType value would be one that has been allocated to 3GPP by the IEEE Registration Authority and which may correspond to a specific PDN connection.  The mapping between a given EtherType value and a given PDN connection is established via signalling.  The EtherType value is the same as that which is used in the Protocol Type field across the wireless 802.11 interface   
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